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ABSTRACT

This research was conducted to examine the effect of variable Capital Adequacy Ratio (CAR), Non-Performing Financing (NPF), Operating Expenses Operating Income (BOPO), and Financing to Deposit Ratio (FDR) of Profitability (ROA). Profitability is used to measure the effectiveness of management based on results generated from the loan repayment and investment. The ratio is important for the bank's profitability is Return On Assets (ROA). Financial ratios that affect the ROA is the CAR, NPF, BOPO, and FDR. The sampling technique used was purposive sampling with the criteria of Islamic commercial bank serving the financial statements of the period December 2006-September 2010. The analysis technique used is the classical assumption of the analysis, multiple regression analysis and hypothesis test with a level of significance of 5%. The results of the research simultaneously (test F) states that the CAR, NPF, BOPO, and FDR jointly affect the profitability (ROA) of banks. While the results show that the correlation coefficient between profitability (ROA) of banks with 4 independent variables of 73.9%. And the result of research partially (t) states that the variable CAR and FDR did not have a significant positive effect on profitability (ROA) of banks. And variable BOPO NPF and significant negative effect on profitability (ROA) of banks.
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1. INTRODUCTION
In the period 2007-2008, BOPO experienced a fairly large increase of 5.21 percent, while ROA decreased by 0.65 percent. In the period 2008-2009, both BOPO and ROA increased by 2.64 percent and 0.06 percent, respectively. Meanwhile, in the 2009-2010 period, BOPO decreased by 3.85 percent and ROA increased by 0.19 percent. This phenomenon indicates that there has been an inconsistency of the relationship between BOPO and ROA and therefore further research is necessary.

the magnitude of the FDR indicator in Islamic banking in the 2006-2007 period, FDR increased by 0.86 percent, and ROA increased by 0.27 percent. In the 2007-2008 period, FDR increased by 3.89 percent, while ROA decreased by 0.65 percent. FDR experienced a sharp decline in the period 2008-2009, namely 13.95 percent, while ROA experienced a slight increase of 0.06 percent. In the 2009-2010 period, FDR decreased by 0.03 percent and ROA increased by 0.19 percent. This
phenomenon indicates that there has been an inconsistency of the relationship between FDR and ROA and therefore further research is necessary.

Several researchers have conducted research on financial ratios and bank profitability in Indonesia. Based on the results of previous studies, it can be concluded that financial ratios that affect bank profitability (ROA) include CAR, NPF, BOPO, and FDR (Farhan, 2011; Ikhwanisita, 2011; Dody, 2011).

CAR in the study conducted by Farhan (2011) showed a positive and significant relationship to bank profitability, while research conducted by Ikhwanisita (2011) showed a positive and insignificant relationship to profitability. Contrary to the three studies, CAR in Dody’s research (2011) shows a negative relationship to profitability. Given the research gap from this study, it is necessary to conduct further research on the relationship of CAR to profitability (ROA).

NPF in the research conducted by Farhan (2011) has a negative and significant effect on profitability (ROA). However, in a study conducted by Ikhwanisita (2011), NPL showed a negative and insignificant relationship to profitability (ROA). On the other hand, research conducted by Dody (2011) shows a positive relationship from NPF to profitability (ROA). Given the research gap from this research, it is necessary to conduct further research on the relationship between NPF and profitability (ROA).

BOPO in research conducted by Farhan (2011) and Ikhwanisita (2011) showed a negative and significant relationship to profitability (ROA).

FDR in research conducted by Ikhwanisita (2011) showed a positive and significant relationship to profitability (ROA). Contrary to these two studies, in a study conducted by Dody (2011), there was a negative relationship between FDR and profitability (ROA). Given the research gap from this study, it is necessary to conduct further research on the relationship between FDR and profitability (ROA).

This study aims to examine the factors that affect the profitability of Islamic commercial banks in Indonesia during 2006-2010. The variables used include CAR, NPF, BOPO, and FDR. Profitability is measured by ROA to determine the performance of assets owned by Islamic commercial banks in obtaining profits.

2. RESEARCH METHOD

Types of research this is a hypothesis testing research (Hypothesis testing). Hypothesis testing according to Indriantoro and Bambang Supomo (1999: 89) is "research that aims to test hypotheses and generally is research that explains phenomena in the form of relationships between variables". This study is intended to determine how much the independent variables contribute to the dependent variable and the direction of the relationship.

2.1 Data Analysis Method

The model used to test the hypothesis in this study is a multiple regression analysis model (Multiple Regression Analysis) and its processing uses the SPSS 17.0 tool. Regression analysis was used to test the ability of the financial ratio variable in determining earnings changes. After that, the t statistic test and F statistical test were carried out to determine whether each independent variable had a partial or simultaneous effect on the dependent variable.

a. Classical Assumption Test

a. Data Normality Test. The data normality test aims to test whether in a regression model, the dependent variable (ROA), the independent variable (CAR, NPF, BOPO, and FDR) in Islamic banking, or both have a normal distribution or not. According to Sugiyono (2006: 70), "a data that forms a normal distribution if the amount above and below the average is the same, as well as the standard deviation".

b. Heteroscedasticity Test. Heteroscedasticity test aims to test the occurrence of differences in residual variance from one observation period to another. According to Ghozali (2005: 111), "heteroscedasticity test aims to test whether in the regression model there is an inequality of variance from one observation residual to another observation".

c. Autocorrelation Test. According to Erlina (2008: 107), "the autocorrelation test aims to see whether in a linear regression model there is a correlation between the nuisance error in period t and the error in period -1". In a good regression model, there is no autocorrelation.
To detect the problem of autocorrelation, it can be done by using the Durbin Watson (DW) test.

d. Multicollinearity Test. Multicollinearity is a situation where there is a correlation of independent variables between one another. In this case, we call this independent variable not orthogonal (Erlina, 2008: 105). Multicollinearity testing aims to determine whether there is multicollinearity between independent variables. In a good regression model there is no correlation between independent variables. Detection is done by looking at the value of VIF (Variable Inflation Factor) and tolerance value. Multicollinearity occurs if VIF < 10 and tolerance value > 0.10.

3. RESULTS AND DISCUSSIONS

3.1 Research Data Analysis A. Descriptive Analysis

Descriptive analysis of the data taken for this study is from 2006 to 2010 as many as 15 observational data. Variable descriptions in descriptive statistics used in this study include the minimum, maximum, mean and standard deviation of the dependent variable, namely profitability (ROA) and four independent variables, namely CAR (Capital Adequacy Ratio), NPF (Non Performing Financing), BOPO (Operating Expenses, Operating Income), FDR (Financing to Deposit Ratio).

Descriptive statistics are concerned with collecting and ranking data. Descriptive statistics describe the character of the sample used in this study. The distribution of descriptive statistics for each variable is shown in Table 4.1 below:

<table>
<thead>
<tr>
<th>Table 1. Descriptive Statistics Descriptive Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
</tr>
<tr>
<td>------</td>
</tr>
<tr>
<td>ROA</td>
</tr>
<tr>
<td>CAR</td>
</tr>
<tr>
<td>NPF</td>
</tr>
<tr>
<td>BOPO</td>
</tr>
<tr>
<td>FDR</td>
</tr>
</tbody>
</table>

Table 1 shows that the average of each can be seen that during the observation period, it can be concluded that:

a. The dependent variable is profitability (ROA) which is measured by comparing profit before tax to total assets. ROA has the lowest value with a mean value of 2.1347 and a standard deviation of 1.20746.

b. The independent variable CAR (Capital Adequacy Ratio) which reflects capital adequacy is measured by comparing own capital to risk-weighted assets. The mean value is 11.9507 and the standard deviation is 1.54344.

c. The independent variable NPF (Non-Performing Financing) which reflects financing risk is measured by comparing non-performing financing to total financing. The mean value is 3.8747 and the standard deviation is 1.81387.

d. The independent variable BOPO (Operational Expense Operating Income) which reflects efficiency is measured by comparing the total operating expenses to the total operating income. The total turnover has an average value of 82,1400 and a standard deviation of 6.92183.

e. The independent variable FDR (Financing to Deposit Ratio) which reflects the bank's ability to repay withdrawals made by depositors is measured by comparing the financing provided to the total third party funds. The mean value is 88.3600 and the standard deviation is 7.84091.

3.2 Classic Assumption Test

a. Data Normality Test

The data normality test aims to test whether in a data regression model, dependent variable (ROA), independent variable (CAR, NPF, BOPO, FDR) in Islamic banking, or both have a normal distribution or not. Normality is generally detected by looking at the spread of data (dots) on the diagonal axis of the graph or by looking at the histogram of the residuals.
Graph analysis can be used with two tools, namely histogram graph and PP Plot graph. Good data is data that has a normal distribution pattern. In the histogram graph, the data that follows or approaches the normal distribution is the data distribution with a bell shape. In the PP Plot graph, a data is said to be normally distributed if the data points are not skewed to the left or right, but spread around the diagonal line.

By looking at the histogram graphic display in Figure 4.1 above, we can see that the graphic image is bell-shaped and not skewed to the left and right, indicating that the data is normally distributed. In the PP Plot graph in Figure 4.2 above, it can be seen that the dots spread along the diagonal line. Both graphs show that the regression model does not violate the assumption of normality.

Testing the normality of the data by just looking at the graph can be misleading if you don’t look carefully, so we need to test the normality of the data using statistics to make it more convincing.

b. Heteroscedasticity Test

The heteroscedasticity test aims to test whether in the regression model there is an inequality of variance from the residual of one observation to another observation (Ghozali, 2005: 111). A good regression model is that there is no heteroscedasticity. How to detect the presence or absence of heteroscedasticity symptoms is to look at the scatterplot graph generated from data processing using the SPSS program. The basis for making the decision is as follows:

a. If there is a certain pattern, such as the dots that form a certain regular pattern, it indicates that heteroscedasticity has occurred.

b. If there is no clear pattern, and the points spread below the numbers 0 and y, then there is no heteroscedasticity.
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This test is carried out by observing a certain pattern on the scatterplot graph, where if there are points that spread above and below the number 0 on the y-axis and do not form a pattern, there is no heteroscedasticity.

Figure 3. Heteroscedasticity Test (Scatterplot)

In Figure 3 of the scatterplot graph above, it can be seen that the points spread randomly and do not form a certain clear pattern and are spread both above and below zero on the y-axis. This means that there is no heteroscedasticity in the regression model so that the regression model is feasible to use to see the effect of the independent variable on the dependent variable.

c. Autocorrelation Test

The autocorrelation test aims to analyze whether in the linear regression model there is a correlation between the nuisance error in period t and the t1 error or before (Erlina, 2008: 106). A good regression model is one that is free from autocorrelation. To detect the problem of autocorrelation can be done by using the Durbin Watson test. Guidelines for detecting the presence or absence of autocorrelation are as follows:

1) If the DW value lies between the upper limit (dU) and (4-dU), then the autocorrelation coefficient is equal to zero, meaning that there is no autocorrelation.
2) If the DW value is lower than the lower limit (dL), then the autocorrelation coefficient of more than zero means that there is a positive autocorrelation.
3) If the DW value is more than (4-dL), then the autocorrelation coefficient is less than zero, which means that there is a negative autocorrelation.
4) If the DW value lies between the upper limit (dU) and the lower limit (dL) or DW lies between (4-dU) and (dL), the results cannot be concluded.

Table 2. Model Autocorrelation Test Results Summary

<table>
<thead>
<tr>
<th>Model</th>
<th>R</th>
<th>R Square</th>
<th>Adjusted R Square</th>
<th>Std. Error of the Estimate</th>
<th>Durbin-Watson</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.902a</td>
<td>.814</td>
<td>.739</td>
<td>.61689</td>
<td>2.057</td>
</tr>
</tbody>
</table>

Predictors: (Constant), FDR, CAR, BOPO, NPF
Dependent Variable: ROA

Table 2 shows the DW statistic value of 2.057. dU table value = 1.8719. So, we can find the value (4-dU) that is 4-1.8719 = 2.1281. From these results, it can be concluded that there is no autocorrelation because DW lies between the upper limit (dU) and (4-dU), 2.068 lies between 1.8719 and 2.1281. Thus, the regression model is free from autocorrelation problems.

d. Multicollinearity Test

Multicollinearity is a situation where independent variables are correlated with one another. In this case, we call this independent variable not orthogonal (Erlina, 2007). Orthogonal independent variables are independent variables that have a correlation value between each other equal to zero.

The test aims to determine whether there is multicollinearity between independent variables. A good regression model should not have a correlation between independent variables. Detection is done by looking at the VIF (Variable Inflation Factor) value and the tolerance value. Multicollinearity occurs when the VIF value is > 10 and the tolerance value is < 0.10.
Based on Table 3 above, it can be seen that none of the independent variables has a VIF value of more than 10 and none has a tolerance value less than 0.1. So it can be concluded that this research is free from multicollinearity. From the results of this test, it can be concluded that all the independent variables used in this study passed the multicollinearity symptom test.

3.3 Hypothesis Testing

a. Coefficient of Determination Test (R2)

The coefficient of determination shows how much the independent variable explains the dependent variable. In this case, adjusted R2 is used to determine how much influence the CAR, NPF, BOPO, and FDR variables have on profitability (ROA). "Adjusted R2 is considered better than R2 because the value of adjusted R2 can increase or decrease if one independent variable is added to the model" (Ghozali, 2005).

Therefore, in this study, adjusted $R^2$ ranges between zero and one. If the adjusted $R^2$ value is closer to one, the better the model's ability to explain the independent variables and vice versa.

The amount of adjusted R2 based on the results of statistical analysis obtained is 0.739. Thus the magnitude of the effect of CAR, NPF, BOPO and FDR given to profitability (ROA) is 73.9%. While the remaining 26.1% is influenced by other factors not examined in this study.

b. Partial Test (t Test)

This test aims to determine the relationship between the independent variable and the dependent variable partially (individually). The decision-making criteria are:

1) The hypothesis is accepted if $t_{count}> t_{table}$ on sig-prob $<\alpha$ (0.05)
2) The hypothesis is rejected if $t_{count} < t_{table}$ on sig-prob $>\alpha$ (0.05)

If the probability (significance) is greater than (> 0.05), then the independent variables individually have no effect on profitability (ROA). If the probability (significance) is smaller than (<0.05), then the independent variables individually affect profitability (ROA). The results of this partial test can be seen in Table 5.6 as follows:
### Table 4.7

<table>
<thead>
<tr>
<th>Model</th>
<th>Unstandardized Coefficients</th>
<th>Standardized Coefficients</th>
<th>T</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>Std. Error</td>
<td></td>
<td>Beta</td>
</tr>
<tr>
<td>CAR</td>
<td>0.83</td>
<td>.145</td>
<td>.106</td>
<td>.572</td>
</tr>
<tr>
<td>NPF</td>
<td>-3.36</td>
<td>.105</td>
<td>-5.05</td>
<td>-3.188</td>
</tr>
<tr>
<td>BOPO</td>
<td>-1.14</td>
<td>.025</td>
<td>-6.55</td>
<td>-4.633</td>
</tr>
<tr>
<td>FDR</td>
<td>0.032</td>
<td>.027</td>
<td>.208</td>
<td>1.189</td>
</tr>
</tbody>
</table>

Dependent Variable: ROA

### c. Simultaneous Test (F Test)

This test aims to test the effect of the independent variables on the dependent variable together. The decision-making criteria are:

1) The hypothesis is accepted if $F_{\text{count}} > F_{\text{table}}$ on sig-prob $<\alpha$ (0.05)
2) The hypothesis is rejected if $F_{\text{count}} < F_{\text{table}}$ on sig-prob $>\alpha$ (0.05)

If the probability (significance) is greater than ($> 0.05$), then the independent variables together have no effect on the profitability variable (ROA). If the probability (significance) is smaller than ($<0.05$), then the independent variables jointly affect the profitability variable (ROA). The results of this simultaneous test can be seen in table 4.7 as follows:

**Table 6. Simultaneous Test Results (F Test)**

<table>
<thead>
<tr>
<th>Model</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Regression</td>
<td>16,606</td>
<td>4</td>
<td>4.151</td>
<td>10,909</td>
</tr>
<tr>
<td></td>
<td>Residual</td>
<td>3,806</td>
<td>10</td>
<td>.381</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>20,412</td>
<td>14</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Predictors: (Constant), FDR, CAR, BOPO, NPF  
Dependent Variable: ROA

In table 6 above, it can be seen that the value of $F_{\text{count}} > F_{\text{table}}$ (10.909 > 3.36), while the significance value is 0.0001 ($<0.05$). This shows that the variables CAR, NPF, BOPO, and FDR are simultaneously proven to affect the profitability (ROA) of Islamic banks.

### 4. CONCLUSION

The CAR variable has a positive but not significant effect so that H1 which states that CAR has a positive and significant effect on the profitability (ROA) of Islamic banks cannot be accepted. The NPF variable has a negative and significant effect so that H2 which states that the NPF has a negative and significant effect on the profitability (ROA) of Islamic banks is acceptable. The ROA variable has a negative and significant effect so that H3 which states that BOPO has a negative and significant effect on the profitability (ROA) of Islamic banks is acceptable. The FDR variable has a positive but not significant effect so that H4 which states that FDR has a positive and significant effect on the profitability (ROA) of Islamic banks cannot be accepted.

The results of simultaneous hypothesis testing (F test) show that $F_{\text{count}}$ (10.909) is greater than $F_{\text{table}}$ (3.36) with a significance value of 0.001 so H5 which states that CAR, NPF, BOPO, and FDR together (simultaneously) affect profitability (ROA) Islamic banks are acceptable.

The result of the coefficient of determination test shows that the adjusted $R^2$ value is 0.739, which means that the ability of the independent variables (CAR, NPF, BOPO, and FDR) in explaining the dependent variable of profitability proxied by ROA is 73.9%. While the remaining 26.1% is explained by other variables not examined in this study.
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